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Abstract

Quite successfully adaptive control strategies have been applied to uncertain dynamical systems subject to dead-zone nonlinearities. However,
adaptive tracking of systems with non-symmetric dead-zone characteristics has not been fully discussed with minimal knowledge of the dead-
zone parameters. It is shown that the controlled system preceded by a non-symmetric dead-zone input can be represented as an uncertain
nonlinear system subject to a linear input with time-varying input coefficient. To cope with this problem, a new adaptive compensation algorithm
is employed without constructing the dead-zone inverse. The proposed adaptive scheme requires only the information of bounds of the dead-
zone slopes and treats the time-varying input coefficient as a system uncertainty. The new control scheme ensures bounded-error trajectory
tracking and assures the boundedness of all the signals in the adaptive closed loop. By appropriate selections of the controller parameters, we
show that the smoothness of the controller does not affect the accuracy of trajectory tracking control. A numerical example is included to show

the effectiveness of the theoretical results.
© 2007 Elsevier Ltd. All rights reserved.

Keywords: Nonlinear non-smooth systems; Dead-zone nonlinearities; Adaptive control; Stabilization; Linear matrix inequalities (LMIs); Mechatronics

1. Introduction

As it is reported in many research papers, the dead-zone input
nonlinearity is a non-differentiable function that characterizes
certain non-sensitivity for small control inputs. This input char-
acteristic is ubiquitous in a wide range of mechanical and elec-
trical components such as valves, DC servo motors, and other
devices. The presence of such a nonlinearity in feedback con-
trol systems may cause severe deterioration of the system per-
formances. For example, in most practical motion systems, the
dead-zone parameters are poorly known and imperfect knowl-
edge of the non-sensitivity zone causes a serious problem in
high precision control and, therefore, poses a fundamental is-
sue on how to cross this zone by adaptation. To cope with this
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inherent problem, adaptive control techniques may be applied
to design controllers. The study of adaptive control for sys-
tems subject to dead-zone actuators was initiated in Recker,
Kokotovi¢, Rhode, and Winkelman (1991), Tao and Kokotovi¢
(1993), Tao and Kokotovi¢ (1994) and Tao and Kokotovié
(1995), and the extensions may referred to Cho and Bai (1998)
and Bai (2001). Fuzzy-logic and neural network approaches
were further explored to give different looks (Jo, 2001; Kim,
Park, Lee, & Chong, 1994; Selmic & Lewis, 2000). Robust
stabilization of unknown sandwich systems with known uncer-
tainties bounds was discussed in the references (Corradini &
Orlando, 2002, 2003).

Many of existing adaptive approaches use an inverse dead-
zone nonlinearity to minimize the effects of dead-zone (Tao &
Kokotovié, 1994; Zhou, Wen, & Zhang, 2006). As an alterna-
tive, a robust adaptive control scheme was developed in Wang,
Su, and Hong (2004) without constructing the dead-zone in-
verse, where the dead-zone is modelled as a combination of a
line and a disturbance-like term. However, this scheme requires
symmetric dead-zones inputs. In fact, practical systems may
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be subjected to non-symmetric dead-zone control inputs. To
overcome the limitation in Wang et al. (2004), a new adaptive
control strategy is proposed to deal with non-symmetric dead-
zones inputs case without constructing the dead-zone inverse.
Due to the non-symmetric property of the dead-zone input, the
controlled system shall be represented as an uncertain nonlin-
ear system subject to linear input with time-varying coefficient
and an external perturbation that depends upon the dead-zone
parameters. Based on this representation, we shall then build an
adaptive controller so as the system states track some bounded
prescribed trajectories. The proposed adaptive scheme has two
main characteristics: the first one is its capability of handling
the uncertain time-varying input coefficient term as a system
uncertainty and the second is related to the size of the track-
ing error that can be made as small as possible in the presence
of bounded external perturbation term. By appropriate choice
of a free design parameter, the chattering phenomena will be
considerably attenuated. It is shown that the proposed adaptive
control law ensures not only bounded-error tracking but also
guarantees the boundedness of all the signals in the adaptation
loop. By appropriate choice of the controller parameters, sat-
isfactory trajectory tracking error is obtained with a nice trade
off between smoothness and precision. A numerical example
is given to demonstrate the efficacy of the control designs. The
rest of the paper is as follows. In Section 2, the adaptive track-
ing of a class of nonlinear systems subject to a non-symmetric
dead-zone input is discussed. Simulation results of a case study
are presented in Section 3. Comparison results are then shown
in Section 4. Finally, concluding remarks are given in Section
5. Throughout this paper the notation AT stands for the matrix
transpose of A. We note by | - ||, the usual Euclidean norm.
Amin(A) represents the smallest eigenvalue of A. R> stands
for the set of positive real numbers. The notation| x| p stands
for +/xTPx. £ stands for equality by definition. The notation
A > 0 (respectively (A < 0) with A being a matrix), means that
the matrix A is positive definite (respectively, negative definite).
Amin(A) is the lowest eigenvalue of the matrix A. y(i)(t) is the
ith derivative of y(¢) with respect to time.

2. Systems with non-symmetric dead-zones
2.1. System description and preliminaries

Consider the uncertain nonlinear system subject to a non-
symmetric dead-zone input nonlinearity:
).Ci:xi+1; 1<l<n—1,
Y
in= Y fi(x)0;i + Tw), ()

i=1

where u = u(t) : R>o — R is the applied control input,
Xi<i<n=&i))1<i<n : R>0 = R are the system states,
(fitNi<i<y=filx(MO1<i<y : R" — R are real-valued
nonlinear functions, and (0;); <, <, are constant unknown pa-
rameters. I'(u) is a single dead-zone input nonlinearity defined

T (u)

m

Fig. 1. Non-symmetric dead-zone nonlinearity.

as follows:
my(u — by) if u>by,

I'w)=40 if —b<u<by, 2)
mi(u+by) if,u< —by.

The non-symmetric dead-zone input is shown in Fig. 1. The
parameters m, and m stand for the right and the left slope
of the dead-zone characteristic. by and b) represent the break-
points of the input nonlinearity. In this section, the following
assumptions are considered.

Assumption 1. The coefficients m,, mj, by and b, are strictly
positive and unknown.

Assumption 2. The maximum and the minimum values
of the characteristic slopes are known; max{m, m;} = a,
min{m), m;} = o, and the state vector of (1) is accessible for
measurements.

Assumptions 1 and 2 are not restrictive conditions, since the
a priori knowledge of the upper and the lower bounds of the
slopes seems to be a natural assumption in engineering practice.
According to the above notation, the dead-zone (2) can be re-
defined as a slowly time-varying input-dependent function of
the following form:

I'(w)=m()u+d@), 3
where
a|m ifu<o,

m”){nu if u>0 @
and

—mby  ifu>b;,
d@é{—mMMif—h<u<h, 3)

m1b; if u< — by.
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Remark 1. In Wang et al. (2004), the dead-zone was also ex-
pressed as a linear function of input signal v(¢) plus a bounded
term, which, however, is obtained under the condition of sym-
metric dead-zone inputs. Thus the proposed control method also
strongly relies on this condition. To remove such an assump-
tion, a new method has to be re-investigated, which constitutes
a main motivation for the development of this paper.

2.2. Adaptive compensation of dead-zone

Based on the new representation (3) of the dead-zone, the
controlled system involves an external perturbation d(¢) and
unknown input coefficient term m(¢) that is always positive
and bounded. The control objective is to design an adaptive
feedback such that for any bounded initial conditions xo € R"
of system (1), one has

lim (1) = yer V(0]<8, 1<i<n, (©)
where ¢ is some sufficiently small positive constant and yref =
Yref (1) 1s a known n-differentiable bounded trajectory. The task
is to make 0 sufficiently small for any bounded perturbations
terms m(t) and d(¢) while insuring a smooth control law. We
summarize the design in the following statement.

Theorem 1. Consider system (1) subject to the non-symmetric
dead-zone input nonlinearity (2). Let us denote

o1 o0 --- 0 0
oo 1 --- 0 0
A2 | | eR™, BE| | eR®
0 0 - oo 1 1
00 ... ... 0
Yref fix)
Vref f2(x) ,
Yer2 | 0 | eR, 2|7 | eR,
yr(:fi b Sr(x)
01
0
02| | ew, (7)
Oy

where yrefé YVeef (1) is a A well-defined time-dependent trajec-
tory and Yret is globally bounded over-the-time interval [0, 00).
For given strictly positive constants ¢1; 0 <& <o and ¢, let
P be n x n symmetric and positive definite matrix that verifies
the following linear matrix inequalities for A > 0:

APl 4+ PIAT + APT! —2(a— &) BBT <0,

P 4 P AT 4 AP~ — 2@ —¢)BBT <0, ®)
and let £325¢3 ) 2, €2x —Yier, 0200, i2 1~ fi, B2~ 3, where
HESUp, ol (1) /2 — 1), BEsup, - old ()], p(x, 2] £T ()] +

sup, >O|yr(gf)| with

ha [1f@)BTPe if llellp > /25, >0,
0 if [lellp < /23,

ha [11BTPel it llellp> /&, 7> 0, B0)>0,
0 if flellp < /23,

5 [ 718 Pelo, 0) if llellp>/e3, (0)>0, )
0 if [le]lp < /23, 7>0.
Define
&3 + %éTé
~2
o +iIE+ 1B if flellp < /2
Ve, 0., H=1 ¢ " 1~T'~B VB (10)
e Pe+ 070
12, 172 .
Fo T+ 56 ifflellp > /a3
Under the action of the adaptive feedback
A 1 T p T 1 (n)
u=——f (x)0 — B Pe+ —y.¢
o o
1 0> (x, )[BT Pe
% fup(x, 0)| BT Pe| + (¢1/2)eTPBBT Pe + &
1 BBTPe an
% BIBTPe| + (¢1/2)e"PBBTPe + &)

the first derivative of V (e, 0, It B) along the trajectories of
system (1) is bounded as follows:

V(e 0.1 f)=0 if flellp < /23, 12
Ve, 0 i < —e2<0 if flellp > /5.

Proof. For all 1 >0, V(e, g), i, ﬁ) >e3>0and Ve, @, It B) is
piecewise continuous. Then according to (3), the dynamics of
the error e is shown as follows:

é=Ae+ B(fT ()0 +m(tyu +d(t) — y). (13)
Using the fact that

? =14k, (14)

where k(t) is a some piecewise positive function, we have

é=(A—m@)BB"P)e+ BfT(x)0 — k() Bf " (x)0

+ k(t)By™)
2(x, )i>BBTP
— (k) ———2 (. O ¢
Lo(x, 0)|BTPe| + (¢1/2)eTPBBT Pe + &>
n2 T
BBTP
— (14 k()= p ‘
BIBT Pe| + (¢1/2)eTPBBT Pe + ¢
+ Bd(1). (15)
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For |le|| p > /€3, we have

Ve, 0. p
=e¢"(ATP+ PA—2m(t)PBBT P)e
+2¢"PBd(t) +2¢" PBfT(x)0
—2k()e" PBfT(x)0 + 2k(t)e" PBy™)

ref
2 ma2, T T
x,0)u“e' PBB' Pe
—2(1 4 k() ——— 2 OF
Lo(x, 0)|BT Pe| + (¢1/2)eTPBBT Pe + &
"2 T T
e PBB' Pe
—2(1 +k())= b
el + (&1 e e+ é&
BIBT Pe| + (¢1/2)eTPBBT P

2.0a 2. 2-:
— 2070 — =it — = Bp. (16)
Y Y Y
Since
2(x, )" PBBTP
—k(1) = o ., Opre ¢ <0 (17
Lp(x, 0)|BTPe| + (¢1/2)eTPBBT Pe + ¢
and
BT PBBT Pe
—k(1) <0 (18)

BIBTPe| + (¢1/2)eTPBB T Pe + ¢,

hold, this immediately implies that

Ve, 0. i B)
<e"(ATP + PA—2m(1)PBB T P)e
+2¢TPBA(t) + 2T PBfT(x)0 — 2k(t)e PBFT (x)0
+2k(1)e" PBy ")
o> (x, @)ﬁzeTPBBTPe
fp(x, 0)|BT Pe| + (¢1/2)eTPBBT Pe + ¢,
Be"PBBT Pe
BIBT Pe| + (¢1/2)e" PBBT Pe + &>

2-04 2 . 2-%
- ;0T0 - THH— ;ﬁﬁ-

A

-2

19)

Since i > 0 and [3> 0 for all ¢ € [0, c0), we can write that

@*(x, 0)j2eTPBBT Pe
fip(x, 0)|BT Pe| + (¢1/2)eTPBBT Pe + ¢,

< — " PBlo(x, 0) + (¢1/2)e" PBBT Pe + ¢, (20)
and
Be"PBBT Pe
BIBTPe| + (¢1/2)eTPBBT Pe + ¢
< = Ble" PB|
n %leTPBBTPe ¥ e 1)

From (19)—(21), we can then deduce that
Ve, 0, i, p)
<e"(ATP + PA —2m(1)PBBT P)e

+21e"PB|sup |d(t)| + 2T PBFT(x)0
>0

+ 2 sup [k()|leT P B £ T (x)0]
t>0

+ 2 sup |k(1)|le" P B sup |y
t=0 t=0
—2Ble"PB| + 261" PBBY Pe — 2j1eT PBo(x, 0)

2-p4 2 _ . 2-%
+4e — =00 — =i — = Bp. (22)
Y Y b

The external perturbation d(¢) is bounded whatever the applied
controller u is. Then by putting sup, > o|d (t)|=f < & max{by, b}
and sup, > olk(7)| = p, we obtain

Ve, 0, i, B)
<e"(ATP + PA —2(m(t) — &) PBBT P)e
+2¢TPBFTY(x)0 + 21T PBIB + 2l P Blop(x, 0)

2-p% 2 . 2-2
= 200 — Zjt — = BB + 4es. (23)
Y Y Y

Consequently, by plugging the dynamics of @, [ and Z? into the
right hand side of the last inequality, we write

Ve, 0, i, B)
<eT(ATP + PA—2(m(t) — e1)PBBT P)e + 4¢»

< —JeTPe+4ey < —e <0 for |le]lp > /3. (24)

When |le| p < /23, Ve, 0, ii, ))=0. Define 7 | and 75 as par-
titioning domains of R > ¢ such that T 1=t € Rx>olllellp <e3},
Tr2{t € R>ollle]l p > €3}. Since the Lyapunov function satis-
fies (12) for all € R, this implies that the whole time dur-
ing which the adaptations take place is finite. During t € 7 5,
the adaptation laws are rewritten as

027 f (e + Yeer) BT Pe;
p2y|BT Pel;
1291 BTPel(| £ (e + Yeer)0)
+sup [y D);
t>0

y >0,
y>0, B(0) > 0, 03)

{1(0) > 0.

During this finite time when ¢t € 7 5, the variables @, 23 and [t
cannot escape to infinity since the adaptation laws in (25) are
well-defined, V (e, é, I, Z?) is decreasing and Y. is bounded.
In addition, the following inequality (1/7)00 + (1/9)i +
AN <V(e, 0, B) — Zmin(P)lle]? is verified. Tn the limit
where ¢ € 71, the time-dependent adaptive variables @, Z? it
are constant and e is bounded. As a result, for any bounded
conditions e(0), 6(0), B(0) and fi(0) and by the use of (12), we
conclude that e, @, B and [t are bounded for all # € R>¢. This
ends the proof. [J

The boundedness of the applied control input is of a major
concern in adaptive compensation strategies. For this reason we
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shall prove that the adaptive control law is bounded when all
the conditions of the main Theorem 1 are satisfied. According
to the definition of the adaptive law (11), we have

1 A 1
ul <=1 £T (e + Yeen)10]] + | BT Pe| + = sup |y
o Xr>0

ref

=l =

L1 @+ Y, D2IBT Pel
% fip(x, 0)|BTPe| + (¢1/2)eTPBBT Pe + &
L p|BT Pel _

% BIBTPe| + (¢1/2)eTPBB T Pe + ¢,

(26)

Since for all e € R"” and ¢, # 0, we have
2% (e + Yrer, 0)| BT Pe]
fip(x, 0)|BT Pe| + (¢1/2)eTPBBT Pe + ¢,
<pp(e + Yeer, 0) (27)

and

B*|BT Pe|
BIBTPe| + (¢1/2)eTPBB T Pe + ¢
then from (26)—(28), we obtain

<B, (28)

1 ~ 1
ul < 1T (e + Yeer) 10— 0] + BT Pe| + — sup Iy
o >0

Lr>

1 ~ A 1 ~
+;|N_.u|(P(e+Yref, 9)+&|ﬁ_ﬁ| (29)

From the proof of Theorem 1, it implies that e, 0, 1t and ﬁ are
bounded over ¢ € [0, c0). Since the right-hand side of (29)
(which is the upper bound of u) is not singular and contains
bounded terms by Theorem 1, then we conclude that u is glob-
ally bounded for all r € R .

Remark 2. In case where ¢ = 0 and by the use of LaSalle
theorem, we conclude that 1% <0. Then the dynamics of the er-
ror states e;, 1 <i <n, are globally asymptotically stable. How-
ever, the chattering cannot be completely removed even if the
function BTPe/(|BTPe| + (31/2)eTPBBTPe + &) remains
differentiable for &, = 0.

Remark 3. The chattering phenomena is often undesirable for
mechanical actuators. Then, by appropriate choice of & # 0
the chattering will be significantly attenuated. However, a prac-
tical stability is guaranteed instead of asymptotic stability, see
(24). The main role of & is to enhance the smoothness of
the applied controller for &y # 0. However, we can always
act on the parameters ¢; and & in order to make the function
BTPe/(|BTPe| + (¢1/2)e" PBBT Pe + &) relatively equiva-
lent to sign(eT P B).

2.3. Discussion
The proposed adaptive controller gives a new idea how to

handle the time-varying input coefficient terms by the knowl-
edge of their bounds. The passage from (13) to (15) shows

the implication of the adaptive controller in translating the un-
known time-varying input coefficient term from the input term
to the system uncertainties. Notice that the proposed design
does not require the differentiability of m () which means that
the adaptive compensation can also handle the effect of dif-
ferent kinds of slowly time-varying m(¢) and d(¢). Since the
effect of the input nonlinearity appears as a combination of
a system uncertainty and an external perturbation, the stabil-
ity of the tracking error is in part guaranteed by solving two
LMIs while the external perturbation that results by this oper-
ation is enfeebled by the smooth two nonlinear terms in (11).
In summary, the compensation of the input nonlinearity turns
out to be a robust adaptive control issue. As a matter of fact,
the adaptive controller (11) achieves bounded-error tracking
in the presence of non-symmetric dead-zone input nonlinear-
ity and under the minimal knowledge of the upper bounds of
the slopes. The order of the tracking error when times elapses
is about /5&/AAmin(P), and hence, we can make this error
sufficiently small by choosing ¢ adequately small. Recall that
the choice of ¢; is related to neither the system parameters nor
the bound of the external perturbation d(¢). Therefore, the pro-
posed adaptation strategy is robust against the effects of large
values of the dead-zone parameters. Notice that the solution of
the LMISs (8) does not depend on the dead-zone width [—by, b;].
Then if we choose P > 0 such that Apnin(P)>1 and A>1, the
tracking error when time elapses shall be dependent only upon
&. As a result, the tracking error is not dependent, in this case,
upon the norm of the perturbation d(¢) which may increase
for large values of b; and b,. To make all the eigenvalues of P
greater than one, it is sufficient to solve the LMIs (8)under an
additional constraint P! < I,,, where I, is the n by n identity
matrix. More importantly, the width of the dead-zone charac-
teristic is not required by the adaptation scheme. However, the
requirement for sufficient energy is needed to make the con-
troller able to operate outside the dead-zone region. Evidently,
the proposed adaptation algorithm is applicable in case of un-
known symmetric dead-zone inputs and no additional require-
ments are imposed.

3. Illustrative example

The compromise between the smoothness of the adaptive
control law and the precision of the tracking error is the main
feature of any adaptive scheme. In this section, we shall discuss
all these issues through numerical simulations.

3.1. Sensitivity to a small amplitude reference trajectory

Consider the nonlinear uncertain plant subject to the non-
symmetric dead-zone nonlinearity:

X1 =x2,

] —e ™ .
%y = 0, Tt 02(x5 + 2x1) sinxa + I'(u), (30)

where I'(1) is an output of a non-symmetric dead-zone. The
parameters to be simulated are: ) = 1 and 0, = 1. In the
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Fig. 2. The tracking performance for yf = ésin(3t) cos(0.17).
2
55 °
5% +1
O = - -
I ST ¢ i
o0
02
s 5
= 6 6.5 7 7.5 8 8.5 9 9.5 10
Time in (S)
o S = .
=2} |
55 g L —— Estimate of 9, 4
® E 2 b — Estimate of 6, i
[N — Estimate of B
=81 —— Estimate of 1 T
= 0
1

0 0.2 0.4 0.6 0.8

1.2 1.4 1.6 1.8 2

Time in (S)

Fig. 3. The control law and the adaptive parameters for ypf = % sin(3¢) cos(0.17).

simulation, parameters of the dead-zone are m; = 1, m; =0.7,
by =1, by = 3. The control parameters are computed according
to a =1, a = 0.7. According to these parameters, we have
set ¢ = 0.2 and & = 0.05. For 4 = 1, the solution of the

LMIs (8) gives P 1= [ 96?61?20 _0%671520] . Choosing the desired

trajectory yref=$ sin(37) cos(0.1¢) and y=35, simulation results,
with initial values as x(0) = [0 — 11T, 0;(0) = 0.1, 0,(0) =
0.2, (0) = 0.3, 1(0) = 0.4, are shown in Fig. 2. One can
easily verify that the response of the second derivative of the
reference is inside [—1, 1]. We have particularly chosen a small
amplitude reference trajectory in order to show the accuracy
of the developed adaptive compensation algorithm for a non-
symmetric dead-zone.According to these simulations, we see
that the adaptive law is capable of handling the effect of non-
symmetric dead-zone control input with a minimal information
on the dead-zone nonlinearity. In addition, we remark that the

nonlinear feedback (11) has also diminished the effect of the
chattering due to its smoothness properties. In Fig. 3, we have
zoomed on the adaptive control law in order to show that the
adaptive controller does not stay for a long time inside the dead-
zone region. This is clearly manifested by the jumps inside the
dead-zone region [—3, 1], see Fig. 3. The adaptive parameters
@1, @2, ﬁ and [t are globally bounded as shown in Fig. 3. In
order to show the robustness of the adaptive controller against
the variation of the width of the dead-zone, let us enlarge the
width of the dead-zone by taking bj=6, b;=1.5 and keeping the
previous adaptive scheme with the same initial conditions and
the same control parameters ¢ = 0.2, & = 0.05. In Fig. 4, we
have depicted all the signals of the adaptive loop. Referring to
this simulation, we see that the performance of the controller in
achieving a small bounded-error tracking is comparable to that
of the last simulation, but the controller requires more energy
to handle the effect of the large dead-zone. As a matter of fact,
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if the upper bound of the controller is limited to b, the adaptive
controller cannot achieve satisfactory tracking which means
that the robustness of the adaptive controller is dependent on
the limitation level of the applied input.

3.2. Case of constant reference trajectory

In this subsection, we show the performance of the adaptive
algorithm in case of a constant reference. In Figs. 5 and 6, we
show the effect of the coefficient & on both the smoothness
and the precision of the solutions. In Fig. 5, the tracking per-
formance is shown for 10<r <25, yrefél, & =0.2, by =3,

by =1 and y = 5. In Fig. 6 the smoothness of the controller is
improved after augmenting &, to 0.85.

4. Discussion and comparisons

In this section we present some comparisons between the
proposed approach and the already published algorithms that
have been devoted to dead-zone compensation. In Cho and Bai
(1998), an adaptive dead-zone inverse technique is proposed
for control of systems containing an unknown dead-zone. It is
shown that the effect of the unknown dead-zone on the closed-
loop control system can be eliminated asymptotically if both
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input and output measurements of the dead-zone are available.
However, the condition is strong if compared with those in
the literature since the measurements of the dead-zone output
is required. The algorithm presented in Corradini and Orlando
(2003) achieves practical stability under the assumption that
the bounds of the dead-zone nonlinearity are known. The pro-
posed design in the present paper is simple and straightforward
in the sense that the non-smooth nonlinearity is treated in the
same way as the system uncertainties. Therefore, the presented
results can be easily extended to multiple-input systems. Ac-
tually, the present work can be seen as an alternative to adap-
tive design proposed in Selmic and Lewis (2000) and Tao and
Kokotovi¢ (1994). The importance of the main Theorems of
this paper lies in that only the information of the slopes are
required. It has been shown that the controller is self-tuning
without the information of the width of the dead-zone, namely,
the break-points of the dead-zone. This certainly avoids a pre-
liminary identification of the unknown dead-zone and makes
the controller robust against small variation of the dead-zone.
Now, we shall compare the performance of the proposed
adaptive controller with a simple proportional and derivative

(PD) controller. A simple PD controller with adaptation of 0 is
given by

. d
us — fT(X)9 — kp(xl - Yref) - kda(xl — Yref) + yr(ezf)’

024 £ (x)B" Pe, 31)

where kp and kq stand for the proportional gain and the deriva-
tive gain, respectively. When the amplitude of the reference
trajectory is five times higher than the previous one and the
system parameters are changed to 0 =—2 and O, =1, by =1.5,
by=6, m;=0.7, m;=1, we remark that the performance of the
tracking error deteriorates under the effect of controller (31),
see Fig. 7 (maximum absolute value of the error e for t >5 (s)
is about 0.6 while maximum absolute value of the error e, for
t>5 (s) is about 1). In Fig. 7, we have plotted the tracking er-
rors e1 and e when (31) is applied for k, =3.554, kg =4.713.
We see that the maximum error exceeds in certain instants the
maximum value of the trajectory reference which is absolutely
not acceptable. In the same figure, we see that the adaptive
controller given by the main theorem of this paper assures an
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acceptable bounded error (maximum error made on e; and e>
for t >5 is about 10’3). The parameters of the simulations of
Fig. 7 are y =5, ¢ = 0.2, &, = 0.08. When the adaptation is
switched off in (31) (i.e., 0= 0), the performance of tracking
error deteriorates more and more which indicates that the spe-
cific treatment for the dead-zone is needed.

5. Conclusion

In this paper, we discussed adaptive trajectory tracking
of nonlinear linearizable uncertain systems subject to non-
symmetric dead-zone control inputs. A robust adaptive com-
pensation algorithm is therefore developed without construct-
ing a dead-zone inverse. The proposed control law ensures
bounded-error trajectory tracking with a smooth controller.
Simulation results have shown satisfactory results of the de-
veloped compensation algorithm.
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